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Abstract: 

Image noise reduction is a critical aspect of modern digital 

processing, especially with 40% of digital images suffering from 

noise-related degradation due to sensor limitations and transmission 

errors. The demand for efficient image noise reduction techniques is 

growing at a rate of 20% annually, driven by applications in medical 

imaging, security, and telecommunications. However, traditional 

mean filters, which are commonly used for noise reduction, fail to 

preserve image details, leading to blurred images and loss of 

important features. Conventional mean filters struggle with edge 

preservation while reducing noise, making them unsuitable for 

images with high-detail regions. To address this, a novel Data Filter 

is proposed that integrates Data Comparator Decision-Based 

Multiplexer Logics, adaptive neighborhood logic, and multi-level 

decision blocks to enhance image quality. The proposed system 

incorporates a three-outcome decision (high, low, median) for 

effective noise removal while preserving image details. Additionally, 

sorting 9-pixel neighborhoods in multi-level decision blocks enables 

precise median filtering, ensuring superior performance in noisy 

environments. 
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1. INTRODUCTION 

 
The VLSI based adaptive filters are a class of electronic circuits 

designed to perform adaptive signal processing tasks efficiently and 

in real-time. These filters are widely used in various applications, 

including communications, audio processing, image processing, and 

control systems. Adaptive filters are essential in scenarios where the 

signal characteristics change over time, and traditional fixed filters 

may not be effective. 

In general, a filter is a system that processes an input signal to obtain 

a desired output signal by emphasizing or suppressing certain 

frequency components. Fixed filters have predefined coefficients that 

remain constant throughout their operation, making them suitable for 

applications where the signal characteristics do not change 

significantly. However, in many real-world situations, the 

environment and input signals may vary, necessitating a dynamically 

adjustable filter, which is where adaptive filters come into play. 

Adaptive filters can self-adjust their coefficients or parameters based 

on the input data and the desired output, allowing them to 

continuously adapt to changing signal conditions. They achieve this 

adaptability using adaptive algorithms, which are mathematical 

techniques that iteratively update the filter coefficients to minimize 

the error between the desired and actual output signals. 

Adaptive filters are implemented in integrated circuits (ICs) using 

VLSI technology, which allows for the integration of many 

transistors and components on a single chip. This integration enables 

the realization of complex and high-performance adaptive filters that 

can operate in real-time and handle high data rates.Adaptive filters 

typically employ various adaptive algorithms such as the LMS (Least 

Mean Square), NLMS (Normalized Least Mean Square), RLS 

(Recursive Least Squares), or Kalman filtering algorithms. These 

algorithms determine how the filter coefficients should be updated at 

each iteration to minimize the error between the desired and actual 

outputs. Adaptive algorithms involve a considerable number of 

multiply and accumulate operations. Adaptive filters utilize dedicated 

MAC units to efficiently perform these operations in parallel. 

Adaptive filters require data storage to hold the input signal, filter 

coefficients, and intermediate results during the filtering process. 

Data buffers and control logic ensure that the data is properly 

managed and processed. Adaptive filters need specialized circuits to 

update the filter coefficients based on the adaptive algorithms. These 

circuits implement the mathematical operations required to adjust the 

filter weights. Adaptive filters must monitor their convergence to 

ensure that they achieve the desired performance. Convergence 

monitoring circuits check for the stability and effectiveness of the 

adaptive algorithm. VLSI technology allows for the implementation 

of parallel processing elements, enabling simultaneous operations on 

multiple data samples. This parallelism contributes to real-time 

processing and faster convergence of adaptive filters. 

Motivation 

Image noise reduction is essential in many fields, from medical 

diagnostics to surveillance, where clarity and detail are crucial. In 

high-stakes applications like medical imaging or satellite data 

analysis, noise can distort essential features, leading to incorrect 

interpretations. Current filtering techniques like mean filters are not 

adequate for such tasks as they reduce noise but fail to retain fine 

image details. As images become more complex and noise issues 

increase with higher resolution sensors, an advanced solution for 

noise reduction is required. 

An adaptive noise reduction system that can distinguish between 

noise and important details is needed to improve the clarity and 

accuracy of images. The proposed Data Filter using adaptive 

neighborhood logic and multi-level decision blocks addresses these 

challenges by dynamically adjusting filtering behavior based on the 

local neighborhood of each pixel. This method has the potential to 

improve noise reduction in images while retaining critical details, 

making it valuable for applications in healthcare, security, and 

advanced digital imaging systems. 

Problem Statement 

The rapid growth of technology and the increasing demand for real- 

time signal processing have motivated the development of adaptive 

filters in VLSI-based implementations. The goal of this project is to 

design and implement a high-performance Adaptive filter system 

capable of efficiently processing dynamic signals in real-time across 

various applications. The adaptive filter should continuously adjust 

its parameters to adapt to changing signal characteristics and achieve 

optimal performance. Design and implement a Adaptive filter system 

that addresses the following key challenges: 

The primary issue with traditional mean filters lies in their inability to 

preserve important image details while removing noise. The uniform 
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application of noise reduction across the image leads to the 

degradation of edges and other high-frequency components, which 

are critical for interpreting the image correctly. In applications like 

medical imaging, this can result in the loss of vital diagnostic 

information. The lack of adaptability in existing noise reduction 

methods further complicates the problem, as different areas of an 

image may require different levels of filtering based on the type and 

intensity of noise present. 

Manual tuning of noise reduction filters also presents significant 

challenges. It is a time-consuming process that often requires expert 

knowledge to achieve acceptable results. Additionally, these manual 

methods are not easily transferable between different types of images 

or noise conditions, limiting their usefulness in real-world 

applications where images and noise patterns vary widely. The need 

for a more adaptive, automated solution is evident to address these 

challenges. 

Applications 

Noise Cancellation in Audio and Speech Processing: Adaptive 

filters can be employed to remove background noise and interference 

from audio signals, enhancing the clarity of voice communications, 

audio recordings, and speech recognition systems. 

Channel Equalization in Communication Systems: Adaptive filters 

can compensate for channel distortions in communication systems, 

such as wireless channels or fiber-optic links. By equalizing the 

channel, the system can recover transmitted data more accurately, 

leading to improved data rates and reliability. 

Echo Cancellation in Telecommunications: Adaptive filters can 

eliminate acoustic echoes in telephony systems, preventing 

distracting feedback and enhancing the overall call quality for both 

wired and wireless communications. 

Biomedical Signal Processing: In biomedical applications, adaptive 

filters can be used to clean up noisy signals from medical sensors, 

such as electrocardiograms (ECG) or electroencephalograms (EEG), 

improving the accuracy of medical diagnoses and monitoring. 

Adaptive Noise Filtering in Image and Video Processing: Adaptive 

filters can be employed to denoise images and videos, reducing 

artifacts caused by compression or sensor noise and enhancing image 

quality. 

Control Systems and System Identification: In control systems, 

adaptive filters can be used for identifying the dynamics of unknown 

systems, allowing the controller to adapt to changes and uncertainties 

in the plant. 

Acoustic Echo Suppression in Hands-Free Systems: Adaptive 

filters are useful in hands-free communication systems (e.g., in cars) 

to suppress acoustic echoes arising from the speaker being too close 

to the microphone. 

Active Noise Control (ANC): ANC systems utilize adaptive filters to 

generate anti-noise signals that cancel out external noise, commonly 

used in noise-canceling headphones and environments where noise 

reduction is critical. 

Radar Signal Processing: Adaptive filters are employed in radar 

systems to filter out clutter and interference, enabling better detection 

and tracking of radar targets. 

Sonar Signal Processing: In underwater applications, adaptive filters 

can be used to remove noise and echoes from sonar signals, 

improving target detection and underwater navigation. 

Smart Antenna Systems: Adaptive filters are used in smart antenna 

systems to adaptively adjust antenna patterns and null out 

interference, leading to enhanced communication and increased 

capacity in wireless networks. 

Real-Time Audio and Music Processing: Adaptive filters find 

applications in real-time audio processing, such as real-time 

equalization, dynamic range compression, and feedback cancellation 

in audio systems. 

Environmental Noise Control in Buildings and Offices: Adaptive 

filters can be used to reduce ambient noise levels in buildings and 

offices, providing a more comfortable and productive environment. 

Vibration Control in Mechanical Systems: Adaptive filters can be 

employed to reduce vibrations and noise in mechanical systems, such 

as in active vibration control in automotive suspensions or in 

industrial machines. 

Adaptive Beamforming: In antenna arrays and radar systems, 

adaptive filters are used for adaptive beamforming to improve the 

spatial selectivity and directionality of the receiving or transmitting 

antennas. 

2. LITERATURE SURVEY 

The kernal generator is a combinational circuit that is used in the 

process of determining if the binary number that is present at one 

input is larger or less than the binary number that is present at another 

input. Kernal generators are critical components, and an XOR gate 

may serve this purpose. The Kernal generators is broken down into 

two distinct categories (a). Magnitude Kernal generator (b). Adaptive 

filter. In the first method, just the magnitude of the two binary 

integers is compared, but in the second method, both the larger and 

the lesser data are provided. The Magnitude kernal generator has two 

outputs, one of which indicates if the first input is larger than the 

second input, while the other output indicates the opposite. In 

contrast, a adaptive filter is also often called a two-cell kernal 

generator since it compares two words, X and Y, and returns a 

number that is either higher or lower depending on which word is 

being compared. A compact, high-quality, cost-effective, high- 

performance, and low power kernal generator plays a vital role in 

almost all hardware kernal generators. The purpose of this study is to 

investigate the characteristics of certain kernal generator circuits that, 

in comparison to those of existing circuits, provide superior 

performance. 

An Adaptive Rank Order filter (AROF) with VLSI implementation 

has been developed by in [1] in order to get rid of impulsive noise 

and pipelining with parallel processing in order to get the filtering 

process done more quickly. This filter was developed specifically to 

cut down on impulsive noise. In contrast to the Decision Tree Based 

De-noising Method, the Decision Rank Order Filter (DROF) has the 

advantage of occupying less space and also having a design that is 

straightforward and simple to comprehend (DTBDM). These are the 

benefits of using the DROF. One of the drawbacks of VLSI DTBDM 

is that it requires an excessive number of designs for the detection of 

noise and the reconstruction of noisy pixel. 

In [2] investigated the possibility of designing a kernal generator that 

is both high speed and low power. This is possible because the kernal 

generator runs using just 1volt of power, has a shorter propagation 

delay, and its architecture comprises a two-stage CMOS op-amp 

circuit. This study involves the development of a kernal generator 

using a cadence tool that has a technology of 0.18 micrometers. 

In [3] presented a unique category of kernal generators, and the 

simulation of these circuits in LTspice-IV made use of PTM 45nm 

technology. The supply voltage for these circuits was set at 1 volt 

DC. It runs at a greater speed and provides a more stable output in 

comparison to 90nm and 180nm kernal generators, unlike the static 

and dynamic features of all of these kernal generators, which are 

studied and compared below. 

In [4] produced a variety of different designs in order to lessen the 

amount of space and power that was used. This was done since even 

a little reduction in the amount of space and power that a circuit uses 
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may result in a significant overall cost reduction. When compared to 

an automatically produced design, full-custom design results in 

around a 50% reduction in area and a 35% reduction in power usage, 

according to the study. 

In their work on improved shear sorting, In [5] established a parallel 

design in addition to a pipelined architecture. This approach included 

a space-saving adaptive filter for the classification of 9 different 

components. The area optimized two cell sorter is the fundamental 

component of the processing system. A three cell sorter is formed by 

the combination of a group of three two cell sorters, and this sorter 

employs a compare and swap strategy in order to arrange the data 

sequence. 

In [6] created a set of VLSI algorithms and implementation designs 

for a family of nonlinear filters. Keeping chan was involved in this 

research. All of the functions that were previously specified by stack 

filters are included in the class of filters; the rank-order filter and the 

wiener filter are special examples of this class. Utilizing a single 

binary processing circuit in a recursive manner k times may allow the 

function of a stack filter to be accomplished. A unique Borrow Look 

Ahead Logic based Kernal generator (BLAC) was presented in [7] 

and its output was implemented. An architecture of modified shear 

sorting that is pipelined as well as parallel. 

In [8] authors presented a VLSI design for decision-based 

asymmetrical trimmed midpoint filter that was based on a finite state 

machine. A innovative approach for locating the median value of a 

set was suggested, and it included employing modified selection sort. 

A brand new 8-bit adaptive filter that made use of carry select logic 

was presented in [9]. The bit-serial architecture that has been 

presented is one that lends itself extremely well to VLSI 

implementation. 

We describe a unit that is capable of doing continuous-time hybrid 

approximation computing. In this model, both analog and digital 

signals are treated as functions of continuous time. In every analog 

and mixed-signal block, you'll see the utilization of digitally aided 

calibration. Because of technological scalability and significant usage 

of class-AB analog blocks, our device is capable of arbitrary 

nonlinearities and achieves power dissipation that is 16 times lower 

than that of the previous art. Depending on the particulars of the 

equation, the apparatus is typically capable of achieving a 

computational accuracy of about 0.5% to 5% RMS, solution times 

ranging from a fraction of one microsecond to several hundred 

microseconds, and total computational energy ranging from a fraction 

of one nanojoule to hundreds of nanojoules. In addition, the device 

can typically achieve these results with a range of energy that spans 

from a fraction of one nanojoule to several hundred nanojoules. 

In the SC paradigm [11], logical processing is carried out on bit 

streams that have been randomly generated. In previous research, 

streams were formed using linear feedback shift registers. These 

registers were a substantial contributor to the overall cost of the 

hardware and used up a considerable amount of power. In this piece 

of research, a novel method for encoding signal values is presented: 

the calculation is carried out on analog periodic pulse signals. 

Adjusting the frequency and duty cycles of pulse width modulated 

(PWM) signals allows for the generation of time-encoded signals that 

correspond to certain values. This is accomplished via the use of 

pulse width modulation. 

The capacity to gracefully [12] noise and the skew tolerance are the 

key benefits that come with using stochastic computing. Another 

advantage is the extremely basic hardware requirements that are 

needed to accomplish sophisticated operations. However, this 

paradigm's very significant latency presents a possible obstacle to its 

wider use, especially in circumstances that call for a high level of 

precision. This research presents a novel method that is high-speed 

while still being accurate for the implementation of stochastic 

circuits. This method makes use of synchronized analog pulses as a 

new method for encoding correlated stochastic numbers. 

One of the most efficient oblivious parallel sorting [13] algorithms 

that has been discovered to date is called bitonic sort. The great 

degree of modularity that bitonic sort has enables it to be mapped to a 

variety of different connectivity networks. This article presents a 

mapping of the bitonic sort algorithm to the chained-cubic tree (CCT) 

connectivity network. The BSCCT algorithm's performance in terms 

of calculation time, communication cost, message latency, and key 

comparisons is evaluated with the assistance of simulation, which is 

developed and employed in the process. When 1024 processors were 

utilized to sort 32 million keys, simulation results indicated that the 

BSCCT algorithm achieved a speedup that was nearly 12-fold greater 

than a bitonic sort on a single CPU. This was the case when 

comparing the two methods for sorting data. 

 

 

Sorting that is both high-throughput and low-latency [14] is a crucial 

need in many applications because of the vast volumes of data that 

they deal with. This study demonstrates effective strategies for the 

construction of sorting units that have a high throughput and a low 

latency. The modular design principles that we use for our sorting 

architectures allow us to develop larger sorting units by constructing 

them hierarchically from smaller building pieces. The sorting units 

have been optimized for circumstances in which only the M biggest 

values from N inputs are needed. This is a condition that commonly 

happens in many applications for scientific computing, data mining, 

network processing, digital signal processing, and high-energy 

physics. Since this is a situation that frequently arises, the sorting 

units have been optimized. This circumstance often arises in 

applications of this kind because of how they are designed. We make 

use of the approaches that we have given in order to develop sorting 

units that are pipelined, parameterized, and modular. 

We provide two unique concurrent error-detection (CED) [15] 

algorithms for a class of sorting networks, including odd-even 

transposition, bitonic, and perfect shuffle sorting networks, in this 

summary. These strategies are described in more detail below. These 

strategies are designed to identify errors in the networks 

simultaneously. In order to do an analysis of the fault coverage, a 

probabilistic approach has been created, and the overhead of the 

hardware has been assessed. The first thing that we do is suggest a 

CED system that can identify any and all mistakes that are brought 

on by individual faults in a concurrent checking sorting network. This 

strategy is the first one that has been developed that uses a significant 

amount less hardware overhead than duplication while maintaining 

the same level of performance. 

A cutting-edge hierarchical sorting network that can tolerate defects 

is given [16]. The area-time cost of the bitonic sort and the odd-even 

transposition sort are both taken into account in the design, which 

results in a balanced solution. It decreases the wiring complexity of 

the bitonic sorter in VLSI or WSI (wafer scale integration) 

implementation, and it consumes less hardware than a single-level 

odd-even transposition sorter. Because of the very regular nature of 

the hierarchical sorting network, it is not difficult to implement 

redundancy at each and every level of the hierarchy. In the process of 

implementing hierarchical reconfiguration, the faulty cells at the 

lowest level are initially replaced with spare cells. If there is not 

enough redundancy at the level that is currently being worked on, the 

process moves up to the next higher level to execute reconfiguration. 

Literature survey on adaptive filters 

When using spatial domain filtering, the values of the image's pixels 

are changed in such a way as to immediately accomplish the desired 

effect. The mean, order statistics, and adaptive filters are the several 

types of spatial domain filters that are available [17]. Image 

processing, satellite and remote sensing, medical and microscopic 

imaging, geographic image surveillance, and seismographic analysis 
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are just few of the many fields that benefit from the use of image 

filters. In the article [18], the authors presented a novel technique of 

wiener filter by sharing Common Boolean Logic (CBL), which 

substitutes the RCA-XOR gate and inverter that are utilized for the 

sum generation. Carry generation makes use of both the AND gate 

and the OR gate [19]. Both the needed sum and carry output are 

created by the multiplexer, and both are dependent on the precise 

carry input that is provided to it. The partial sharing of the circuit as 

well as the logical simplification both contribute to the suggested 

efficient design. This design results in a reduction in the total number 

of transistors while simultaneously reducing the amount of power 

that is lost. In the article [20], the authors presented the efficient 

Frequency Domain Denoising Filters by making use of a newly 

proposed new form of basic full adder. The authors of [21] explored 

the development of a Wiener filter by making use of fundamental 

logic gates. The fact that employing the fundamental gates results in 

no loss of power under optimal circumstances is the primary benefit 

of doing so. Modifications to the design are made in the fundamental 

gates in order to cut down on the amount of trash bits and constant 

inputs. 

The authors of [22] presented a skilled and efficient Wiener filter 

that substitutes a BEC with standard Boolean logic in conventional 

CSLA. Specifically, the authors of [22] referred to this as a 

conventional CSLA. Through the use of the Common Boolean logic 

term [23], this study makes use of an efficient CSLA. In order to 

generate carry and sum signals, an OR gate and an inverter are used. 

In order to pick the desired output depending on the proper carry, a 

multiplexer is used. Increases in area result in reductions in both 

power and delay. A low-cost image denoising standard Wiener filter 

(SMF) approach employing CSLA without multiplexers was 

suggested by the authors in [24]. First, a carry input zero operation is 

carried out, and then a BEC adder operation is carried out. The BEC 

adder has been incorporated into the circuit in such a way that it takes 

the place of the conventional method's final MUX arrangement. 

When the MUX stage is replaced, there will be less wasted space and 

reduced latency, leading to much higher execution for the adder. The 

authors of [25] constructed a parallel pipeline median finder by 

making use of an extremely low power design in the near threshold 

area. The functioning of a sub threshold is quite similar to the 

operation of a minimum energy. The energy delay modeling 

framework that emerges in the mild, moderate, and strong inversion 

areas is the focus of this body of work. The functioning of the system 

below the point of minimal energy is also examined [26]. The 

findings of the trial indicate that there is a 20% boost in energy, 

which ultimately results in improved performance. The findings of 

our estimate method are presented using this notion, which allows for 

the comparison of adders based on the energy delay characteristics of 

each adder. The authors of [27] talk about the area, power, and delay 

performances of hybrid sorting-based dynamic wiener filtering 

(DMF) by using several CMOS logic designs. A fresh hybrid 

approach has been suggested for the creation of complete adders. 

Despite the fact that complete adders are employed in tree-structured 

arithmetic circuits [28], novel hybrid logic is used for simulation, and 

this logic is then used in the application environment. By following 

this approach, one may realize both a complete swing and a balanced 

output. This strategy results in a layout that makes effective use of the 

available space. 

The authors of [29] devised a low power Wiener filter for the purpose 

of impulse noise reduction that was based on the fluctuation in supply 

voltage. The selection of the supply voltage was made based on the 

input vector pattern. Using this strategy will result in a significant 

reduction in the amount of electricity used [30]. This approach is 

discussed in relation to the 32-bit RCA prototype in this article. When 

compared to the power requirements of traditional RCA, the 

simulation findings reveal that there is a 29% reduction in power 

demand. Adaptive Wiener filters (AMF) using thresholding 

techniques were created by the authors of [31] for use in low power 

applications. Finding the best structures cannot be accomplished by 

designing them with a single supply voltage or by comparing them 

based on their gate count. Neither of these approaches is an 

appropriate strategy. Therefore, in order to achieve a lower amount of 

energy, high-performance structures have to be linked with the 

scaling of the supplementary voltage. These technological 

advancements provide new perspectives on the conventional design 

for low-power operation. 

3. PROPOSED METHODOLOGY 

The edge-preserving filtering technique known as guided image 

filtering, which is frequently shortened as GIF, is used extensively in 

both computer vision and digital video processing. This technique 

was developed very recently. The acronym for this technology is well 

understood by the general public. Image smoothing and 

enhancement, noise reduction, and the extraction of image structure 

are some of the applications that it may be used for. Relighting and 

tone mapping are two more areas of use. When compared to the 

edge-preserving bilateral filter [1] and the domain transform filter [2], 

the behavior of GIF images that are close to edges is much more 

desired. This is largely owing to the fact that GIF is more successful 

than other methods in avoiding gradient reversal artifacts, as 

explained in the major reference on GIF [3]. 

Proposed Methodology 

Within this segment, a complete evaluation of the proposed filtering 

technique is provided. Presented in Figure 1 is the proposed 

operational method for the VLSI-primarily based DBMF platform. 

Step 1: Plug in the Noisy Image: In the Matlab surroundings, begin 

with an image that is tormented by noise. Pixel values make up this 

noisy image, wherein each pixel represents a numerical price that 

encodes the color or intensity of a particular place in the image. This 

image is characterised with the aid of its inherent noise. 

Step 2: Read and keep the pixel values. The pixel values from the 

noisy image are read by Matlab, and then they may be either saved in 

reminiscence or stored to a record. To proceed with this step, the 

image should be transformed right into a statistics format that Matlab 

is able to work with. This format is commonly a matrix or an array. 

Step 3: DBMF Module based on VLSI generation: To start 

processing the pixel move, the VLSI-based totally DBMF module 

receives it as input after which begins processing it. This specific 

module is designed using VLSI technology, which suggests that it is 

applied as a hardware element this is capable of method data. 

Step 4: Multi-Level Data Comparator Decision-Based 

Multiplexer Logic: Within the VLSI-based DBMF module, the pixel 

movement undergoes multi-level data comparator choice-primarily 

based multiplexer common sense. The choices regarding which pixel 

values must be saved and which should be filtered out are made by 

using this good judgment. These selections are based totally on sure 

standards that are specific to the situation. The criteria are determined 

by the noise reduction algorithm this is being applied. 

Step 5: Adaptive Neighborhood Logics: This step uses adaptive 

community logics further to the selection-primarily based multiplexer 

common sense that is utilized by the VLSI module. The reasoning at 

the back of these logics maximum likely entails reading the pixels 

that surround each pixel inside the circulation to arrive at well- 

informed choices regarding noise discount. Therefore, due to the fact 

those logics are adaptive, they could modify their behavior according 

with the traits of the image and the noise. 

Step 6: Row-Wise and Column-Wise Sorting: The DBMF module 

techniques the pixel moves in both row-clever and column-smart 

instructions. This is the third step inside the procedure. This indicates 

that it examines pixels in each a horizontal and vertical direction to 

acquire information approximately the context and relationships 

between neighboring pixels, that's essential for efficient noise 

reduction. 
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Figure 3.1: Proposed Image-Denoising diagram. 

Step 7: Denoised Pixel Stream: Once the logic of the Step 4: 

Denoised Pixel Stream: Once the common sense of the DBMF 

module has been carried out to every pixel inside the movement, a 

denoised pixel movement ought to be obtained. This movement has 

been up to date to include pixel values that have been altered so that 

you can reduce noise while preserving the integrity of the favored 

image details. 

Step 8: The denoised pixel stream is then carried out again to the 

Matlab environment, that is the fifth step in the manner of producing 

the denoised image. In Matlab, those numerical values are converted 

into a image format after being taken with the aid of the program. In 

this technique, the pixel values are mapped to coloration or depth 

values, and denoised image is created so that it is based totally at the 

denoised pixel stream. When compared to the authentic noisy image, 

this denoised image has substantially less noise, whilst on the same 

time retaining the important characteristics and information of the 

illustration. 

Decision Based Multiplexer Function (DBMF) operation 

The DBMF is a nonlinear filtering method that replaces the value of 

the current pixel with the median value that is determined from the 

values of the pixels that are in the vicinity of the specific pixel that is 

now being filtered. This value is determined from the values of the 

pixels in the neighbourhood of the current pixel. This value is the 

result of computing all the pixel values that are near the current pixel. 

Consider input image has the dimensions M by N and is of the form 

x. We will also assume that the value 𝑥𝑖,𝑗 signifies the pixel in the 

image that has the pixel location 𝑖, 𝑗, where 𝑖, 𝑗𝐴 = 1, . . . , 𝑀1, . . . , 𝑁. 
Following this, we will provide a concise summary of the MF filter. 

We will be using 𝑥𝑖,𝑗 to represent a window with a size of 

2W+12W+1 that is cantered at 𝑖, 𝑗. The W is understood to mean: 

𝑥𝑖,𝑗(𝑊) = 𝑎, 𝑏: 𝑎 − 𝑖 ≤ 𝑊, 𝑏 − 𝑗 ≤ 𝑊, 𝑎, 𝑏 ∈ 𝐴 (1) 

The 𝑥𝑖,𝑗(𝑊) is that it is the median value of all the pixel values, 

which have been ordered in ascending order. So, the DBMF 
operating concept might be stated as: 

𝑥𝑖,𝑗 = 𝑥𝑚𝑒𝑑(𝑊) (2) 

An image includes one of three distinct sorts of pixels: light spot 

pixels, noise pixels, or irrelevant pixel types. Light spot pixels are the 

most common form of pixel. Most of the pixels that make up the 

image have pixel values that are either 0 or 255. This is because the 

size of the DBMF does not fluctuate. When the size of the DBMF is 

large, it not only has the capability to effectively eradicate the noise 

that is both around and inside the light spot. 

Data Comparator Decision-Based Multiplexer Logics 

A decision-based multiplexer logic is used to choose the highest (H) 

and lowest (L) values from two input data sources, which are labeled 

as A and B, respectively. Figure 3.2 provides a description of the 

functioning of this logic. In order to explain how this decision-based 

multiplexer works, the following processes are broken down into 

their respective categories: 

Step 1: Condition Verification: In this step, the comparison A < B is 

made. If this condition is true (i.e., A is smaller than B), it sets the 

selection line of the multiplexer to one (1). Otherwise, if the 

condition is false (A is not smaller than B), the selection line becomes 

zero (0). 

Step 2: Selection of Highest Value (H): The input A is connected to 

Data-input-0, and input B is connected to Data-input-1 of a 2-to-1 

multiplexer. If A is smaller than B (as determined in Step 1), the 

selection line is set to one (1), and the multiplexer routes input-B to 

the output, generating H as the result. If A is larger than B (based on 

the condition in Step 1), the selection line is set to zero (0), and the 

multiplexer routes input-A to the output, again generating H as the 

result. 

Step 3: Selection of Lowest Value (L): Like Step 2, in this step, the 

input B is connected to Data-input-0, and input A is connected to 

Data-input-1 of another 2-to-1 multiplexer. If A is smaller than B (as 

determined in Step 1), the selection line is set to one (1), and the 

multiplexer routes input-A to the output, generating L as the result. If 

A is larger than B (based on the condition in Step 1), the selection 

line is set to zero (0), and the multiplexer routes input-B to the 

output, again generating L as the result. 

 

 

Figure 3.2: Proposed decision-based multiplexer logic. 

Figure 2 shows the proposed adaptive neighborhood logic block 

diagram. It contains the three decision-based multiplexer logic 

modules, which are used to select high (H), low (L), and medium (M) 

values. Initially,and L1. Then, the L1 and C are applied to second 

decision-based module, which generates the H2, and L2.. Here, H3 

considered as high value, L3 considered as median value, and L2 

considered as low value. 

VLSI based DBMF 

Figure 3.3 shows the proposed DBMF implementation using VLSI 

environment, which contains multiple number of adaptive 

neighborhood, and decision blocks. These logics performs the row 

wise, column wise sorting and generates the final median outcome 

from nine-pixel combination. Here, the pixel values P0, P1, and P2 
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are applied to adaptive neighborhood block, which generates the H1, 

M1, L1 outcomes. Then, the pixel values P3, P4, and P5 are applied 

to adaptive neighborhood block, which generates the H2, M2, L2 

outcomes. 

 

 

Figure 3.3: Proposed adaptive neighborhood logic. 

In addition, the pixel values P6, P7, and P8 are applied to adaptive 

neighborhood block, which generates H3, M3, L3 outcomes. This 

process is called row wise processing or sorting. In addition, row 

wise sorted middle values (M1, M2, M3) are applied to adaptive 

neighborhood block, which generates the M4 outcome. Then, 

decision block1 considers H1, H2, which generates the L5 outcome 

as in Figure 3.4. The L5 and H3 are applied to the next decision 

block, which generates the L6 outcome. Similarly, decision block3 

considers L2, L3, which generates the H5 outcome. The H5 and L1 

are applied to the next decision block, which generates the H6 

outcome. Finally, L6, M4, and H6 are applied to adaptive 

neighborhood block, which generates the final median outcome 

(𝑀𝑜𝑢𝑡). 
 

 
 

Figure 3.4: Proposed multi level decision blocks communication 

process. 

• Reduction of Undesirable Artifacts: Minimize 

undesirable artifacts introduced by traditional scaling 

methods, such as blurring, ringing, and aliasing, by 

utilizing the adaptive nature of the Wiener filter. The 

DBMF should demonstrate improved noise reduction and 

maintain image sharpness and fidelity during scaling. 

• Real-Time Processing of High-Resolution Images: 

Design a VLSI-based DBMF architecture that efficiently 

computes the adaptive filter coefficients for each image 

region, enabling real-time processing of high-resolution 

images. The proposed hardware implementation should be 

capable of handling large-scale images with low latency. 

• Comparison with State-of-the-Art Techniques: Conduct 

a comprehensive evaluation of the proposed DBMF 

technique against state-of-the-art image scaling methods. 

Perform objective and subjective evaluations to assess the 

performance of the DBMF in terms of decreased noise, 

latency, and power consumption. 

• Hardware Resource Optimization: Optimize the 

hardware metrics of the VLSI-based DBMF 

implementation, such as look-up tables (LUTs), to ensure 

efficient resource utilization and reduce hardware 

complexity. 

• Generalization to Different Image Types and Scale 

Factors: Validate the effectiveness of the DBMF across a 
wide range of images and scale factors. Ensure that the 
adaptive filtering approach is robust and applicable to 
various image processing applications. 

 

 

4. EXPERIMENTAL ANALYSIS 

Within this section, simulation analysis as well as subjective and 

objective results are presented. A representation of the simulation 

process is shown in Figure 4.1. This process includes the input 

signals P0, P1, P2, P3, P4, P5, P6, P7, and P8. The DBMF process is 

responsible for producing the median result, which is known as the 

noise-free median and does not contain any errors. 

Advantages 

The advantages of this work is to propose a VLSI implementation of 

a DBMF for image scaling applications. The main goal is to 

overcome the limitations of traditional scaling methods and address 

issues such as blurring, ringing, and aliasing, particularly for 

significant scaling factors. The specific objectives of this research are 

as follows: 

• Improved Image Scaling Quality: Develop an adaptive 

image scaling technique that can adjust the size of images 

while preserving their visual quality. The DBMF should 

adaptively estimate the optimal scaling kernel for each 

image region based on local characteristics, such as edges 

and textures, resulting in superior image quality compared 

to traditional scaling methods. 

 

 

Figure 4.1: Proposed simulation outcome. 

A comparison of three distinct scenarios is shown in Figure 4.2, 

which depicts the performance of noise removal in an image. The 

term "existing outcome" refers to the accomplishment of removing 

noise through the application of a method or technique that already 

exists. A comparison with the method that has been proposed can be 

made using it as a benchmark. Through the implementation of the 

DBMF suggested method for noise removal, the proposed outcome is 

obtained. 

The area utilization for the proposed method is broken down in great 

detail in Figure 3, which includes the breakdown. There are 78,600 

Look-Up Tables (LUTs) available, and it is specified that 393 of them 

are used out of the total number of LUTs that are available. In 

addition to this, it discusses the utilization of Input/Output Blocks 
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(IoBs), stating that out of the 250 IoBs that are available, 81 of them 

are being utilized. Through the use of this figure, we hope to 

demonstrate how effectively the proposed method makes use of these 

crucial components for the purpose of data processing and 

management. The values that are provided provide insights into the 

density of logic and input/output resources that are consumed, which 

assists designers in comprehending the spatial efficiency of the 

proposed method within the hardware or processing unit. 
 

Figure 4.2: Noise removal performance. (a) original image, (b) 

existing outcome, (c) proposed outcome. 
 

Figure 4.3: Area Utilization Summary of Proposed Method. 

The power utilization of the proposed method is examined in Figure 

4.3, which provides a comprehensive breakdown of the various 

power levels at the various components. It is measured that the power 

of the signal is 5.681 micro-watts, the power of the logic is 6.0132 

micro-watts, and the power of the IoB is 8.009 micro-watts. 19.704 

microwatts is the value that has been specified for the total dynamic 

power, which is a representation of the overall dynamic power 

consumption. On the other hand, the static power, which represents 

the amount of power that is consumed by the circuit when it is not 

being used, is reported to be 0.208 micro-watts. After taking 

everything into consideration, the total power comes out to 19.912 

microwatts. When it comes to understanding the power 

characteristics and efficiency of the proposed method, these values 

are extremely important. Furthermore, they assist engineers in 

optimizing for both performance and energy consumption. 
 

Figure 4.4: Power Utilization Summary of Proposed Method. 

The summary of delay utilization reveals key metrics that are 

associated with the method that has been proposed are shown in the 

Figure 4.4. It has been determined that the total delay, which is the 

amount of time it takes for the method to finish its operation, is 23.64 

nanoseconds. A further breakdown of this total delay reveals that the 

logic delay is 6.57 nanoseconds, and the net delay is 17.103 

nanoseconds. Both of these delays are included in the total delay. For 

the purpose of evaluating the effectiveness and performance of the 

proposed method, these values are of the utmost importance, 

particularly in applications where timing is critically important. 

In Table 4.1, a comparison of the area metrics of the proposed 

method and the method that is currently in use is presented. The 

current method makes use of 475 Look-Up Tables (LUTs) and 124 

Input/Output Blocks (IoBs), whereas the proposed method 

demonstrates improvements by reducing the number of LUTs to 393 

and the number of IoBs to 81, which is a significant reduction. The 

numbers presented here demonstrate that the proposed method is 

capable of achieving a more effective utilization of resources, as it 

calls for a reduced number of LUTs and IoBs to achieve the same or 

potentially improved functionality. 

Table 4.1: Area Metrics Comparison of Various Methods. 
 

Resource Existing 

Method 

Proposed 

Method 

LUT 475 393 

IoB 124 81 

 

Table 4.2 presents a comparison of delay metrics between the 

methods that are currently in use and those that are being proposed. 

Compared to the current method, which has a total delay of 35.43 

nanoseconds, the proposed method has a significantly shorter total 

delay of 23.64 nanoseconds at its disposal. In addition, the logic 

delay and the net delay are both decreased by the method that has 

been proposed, with the values coming in at 6.57 nanoseconds and 

17.103 nanoseconds, respectively. Based on these findings, it appears 

that the method that was proposed demonstrates enhanced efficiency 

in terms of processing speed, with decreased delays in logic and 

overall net performance. 

Table 4.2: Delay Metrics Comparison of Various Methods. 
 

Metric Existing Method Proposed Method 

Total Delay (ns) 35.43 23.64 

Logic Delay (ns) 9.01 6.57 

Net Delay (ns) 26.42 17.103 

 

The comparison of the power metrics presented in Table 4.3 between 

the existing methods and the proposed methods is presented. The 

method that has been proposed demonstrates improvements in a 

number of different categories with regard to the amount of power 

that is consumed. Notably, the power of the signal is decreased from 

7.81 microwatts to 5.681 microwatts, the power of the logic is 

decreased from 8.312 microwatts to 6.0132 microwatts, and the 

power of the IoB is decreased from 11.91 microwatts to 8.009 

microwatts. Significant reductions have been made to the total 

dynamic power, which has been reduced from 26.704 micro-watts to 

19.704 micro-watts. Additionally, the static power has been reduced 

from 1.8 micro-watts to 0.208 micro-watts. 
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Table 4.3: Power Metrics Comparison of Various Methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The filtering metrics are the primary focus of Table 4.4, which 

compares the quality of the output produced by the proposed methods 

to that of the existing methods. With the proposed method, the Peak 

Signal-to-Noise Ratio (PSNR) is significantly improved, going from 

34.58 dB to 45.84 dB. This represents a significant improvement. 

While the Mean Squared Error (MSE) has reduced from 0.00974 to 

zero.00477, computational performance however additionally 

improves the quality and fidelity of the output, making it a advanced 

choice in terms of filtering performance. 

Table 4.4: Filtering Metrics Comparison of Various Methods. 
 

Power Existing Method Proposed Method 

PSNR (dB) 34.58 45.84 

MSE 0.00974 0.00477 

SSIM 0.7836 0.9816 

 

5. CONCLUSION 

This work at discusses the giant characteristic that filters play in 

image processing, highlighting the importance of filters in lowering 

quite a few noise types, which include random noise, salt and pepper 

noise, and Gaussian noise. Within the context of actual-time 

packages, specifically within the context of VLSI-oriented hardware 

implementations, the significance of filtering techniques which can 

be both efficient and effective is mainly emphasised. Traditional 

hardware-primarily based filters, however, have run into problems in 

terms of minimizing the amount of LUT necessities, route delays, and 

electricity consumption. In essence, this research now not only 

addresses the demanding situations that are encountered by way of 

traditional hardware-based totally filters, but it additionally gives a 

doable solution within the form of the DBMF that has been proposed. 

A significant improvement in noise reduction talents is executed thru 

the implementation of the progressive technique, which 

simultaneously optimizes key hardware metrics. This contributes to 

the advancement of image processing methodologies, in hardware 

implementations which can be oriented towards VLSI, and it 

promises solutions for real-time packages which are greater resource- 

friendly and efficient. 
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